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Abstract
The continuous increase in extraordinary textual sources on the web has facilitated the act of paraphrase. Its detection has 
become a challenge in different natural language processing applications (e.g., plagiarism detection, information retrieval 
and extraction, question answering, etc.). Different from western languages like English, few works have been addressed the 
problem of extrinsic paraphrase detection in Arabic language. In this context, we proposed a deep learning-based approach 
to indicate how original and suspect documents expressed the same meaning. Indeed, word2vec algorithm extracted the 
relevant features by predicting each word to its neighbors. Subsequently, averaging the obtained vectors was efficient for 
generating sentence vectors representations. Then, convolutional neural network was useful to capture more contextual 
information and compute the degree of semantic relatedness. Faced to the lack of resources publicly available, paraphrased 
corpus was developed using skip gram model. It had better performance in replacing an original word by its most similar 
one that had the same grammatical class from a vocabulary. Finally, the proposed system achieved good results enhancing 
an efficient contextual relationship detection between Arabic documents in terms of precision (85%) and recall (86.8%) than 
previous studies.

Keywords  Arabic language · Paraphrase detection · Semantic similarity analysis · Sentence vector representation · 
Convolutional neural network · Natural language processing

1  Introduction

The heavy use of electronic technologies has increased the 
act of paraphrase by expressing original and suspect docu-
ments with the same meanings without citing the source [1, 
2]. This could be applied with different structures, semantics 
or contextual representations including rewording, synonym 
substitution, text manipulation, text translation or idea adop-
tion [3, 4].

In recent decades, paraphrase detection has become 
a challenge seeing the widespread of textual reuse. It has 
emphasized in various contexts and has impeded the perti-
nence of automatic natural language processing [5]. There-
fore, machine learning algorithms have attracted the interest 
of scientific community in different text mining applications 
(e.g., plagiarism detection, question answering classifica-
tion, information extraction and retrieval, etc.) [6]. Thus, 
several textual similarity detection systems have been devel-
oped. We distinguish those that have been focused on mul-
tilingual data by translating a text from a different language 
and then have been integrated it into their own work. Others 
have been concentrated on the specificities of data in the 
same language.

Nevertheless, Arabic paraphrase detection is a funda-
mental issue in natural language processing (NLP). This 
language is rich of morph-syntactic and semantic features 
that complicate its analysis. In this context, we propose a 
context-based approach for detecting monolingual para-
phrases in Arabic language using distributed semantic vector 
spaces. Our objective is to extract the most relevant features 
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by analyzing the context of words to determine thereafter the 
meaning of the whole sentence. Then, we estimate the corre-
spondence between paraphrased documents and a reference 
collection comprising a set of source documents.

The main contributions of this paper are the following:

•	 Automatic development of a paraphrased corpus preserv-
ing the properties of Arabic language. This is by combin-
ing skip gram and part-of-speech techniques.

•	 Feed-forward neural network architecture for sentence 
modeling and semantic textual similarity computation.

The outline for the rest of this paper is the following: 
Sect. 2 provides an overview of the background. Section 3 
presents a state of the art in the field of paraphrase identifica-
tion and details the complexities of Arabic language. Sec-
tion 4 describes the proposed methodology. Section 5 gives 
a brief description of the experimental setup including data 
preparation, evaluation and discussion. Section 6 presents 
the conclusion and the suggestions for the future work.

2 � Background

Humans can understand the differences between contextual 
information, which is an extremely difficult task. In contrast, 
automatic text mining and artificial intelligence work more 
efficiently with a wide amount of structured data [7].

2.1 � Distributed Word Vector Representation

Neural networks have been regained popularity to train mod-
els using distributed word vector representation (word2vec) 
proposed by Mikolov et al. [8]. It is a necessary step to carry 
semantic meanings and group similar words in a continu-
ous space of predefined size. Indeed, word2vec algorithm 
introduces two different models [9]:

•	 Continuous bag of words (CBOW) is a bigram model 
predicting one target word given its context.

•	 Skip gram model is efficient to learn and capture a large 
number of precise semantic and syntactic relationships. 
It predicts the surrounding words of a target one in a 
sentence or a document.

To judge paraphrases, source and suspect documents 
should be mapped in feature vectors with a fixed length. 
The objective is to identify thereafter the semantic similar-
ity between them. However, paraphrase phenomenon needs 
an appropriate semantic representation in matching natural 
language sentences, which is a vital problem for the follow-
ing reason: the same idea can be expressed with words in 
different orders or contexts.

2.2 � Convolutional Neural Network

Deep learning models have achieved remarkable results in 
computer vision and speech recognition in recent years. 
Later, they have involved the learning of word vector rep-
resentations through neural language models and have 
performed their composition for classification [8, 10]. Cur-
rently, these models have achieved excellent results and 
outperformed traditional NLP models (e.g., latent semantic 
analysis, latent Dirichlet allocation (LDA), term frequency-
inverse document frequency (TF-IDF), etc.) in semantic 
parsing, query retrieval, sentence modeling, etc.

The most useful deep learning architecture is convolu-
tional neural networks (CNN) for sentence modeling and 
semantic analysis. It has the ability to learn different data 
structures automatically through the following layers:

•	 Convolutional layer is the core block of CNN to produce 
new invariant features. It can extract different matching 
patterns using multiple filter widths and feature maps 
applied to a window of words

•	 Pooling layer is applied over the resulted feature maps 
at the convolutional layer. It captures the most important 
features and reduces the computational cost of their rep-
resentations. Different pooling methods can be applied, 
such as minimum, maximum and average.

•	 Fully connected layer combines all the feature maps from 
the previous layers. It is capable to generate the output 
of the CNN network by learning the complex nonlinear 
interactions.

3 � Overview on Paraphrase Identification

The similarity analysis is an important issue to make its 
detection more intelligent to predict. Such new approaches 
can rely on concepts from the areas of NLP and text mining 
[11]. In this section, we present the challenges related for 
paraphrase detection in Arabic documents. Then, we cite 
several existing works in literature for this task.

3.1 � Problematic

The rapid development of technology has improved the 
quantity and the complexity of information and has made 
difficult to choose the relevant ones that meet the needs of 
the user. In addition, this fact has enabled not only reus-
ing texts but also stealing concepts and ideas without men-
tion the original sources [3, 11]. Unlike the English lan-
guage, Arabic language is Semitic. It is the fifth most used 
language in the world and the mother tongue of over 200 
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million peoples [12]. Arabic is among the languages that 
characterized by complex morphological aspects and lack 
both linguistic and semantic resources [13].

Because words can have more than one meaning and 
ideas can be stated in multiple ways, paraphrase detection 
has considered as a very difficult task. Therefore, it has 
needed a specific process for computing the score of relat-
edness between source and suspect documents including 
the information extraction and semantic similarity methods. 
This challenge increased with Arabic language. It was dif-
ficult to treat automatically because of its great variability 
of morphological, syntactic and semantic specificities that 
explain its sparseness [14]:

•	 Morphologically complex language: the existence of 
dots, diacritics and stacked letters above or below the 
baseline of words [15, 16].

•	 Inflected complex language: lexical units vary in number 
and in bending according to the grammatical relation-
ships [17].

•	 Agglutinative complex language: a word may have sev-
eral possible divisions (proclitic, flexive and enclitic 
forms), which increases the ambiguity of word segmen-
tation, including low-quality assessment, and time com-
plexity [18, 19].

•	 Non-concatenative complex language: the morphology 
of words corresponds to the modification of the internal 
structure of a word in different grammatical categories 
(e.g., noun, verb, adjective, etc.) [20]. Therefore, a word 
can have different meanings of words in the sentence [21, 
22].

•	 Derivational complex language: the morphology of Ara-
bic words corresponds to nouns, active/passive particles 
and other derivations based on pattern changes [23, 24].

The identification of Arabic paraphrases represents a seri-
ous challenge because of the amount of data publicly avail-
able. Therefore, developing an efficient system is increas-
ingly a necessity for this language.

3.2 � Related Works

Paraphrase detection based on relatedness measurement is 
a general concept that includes semantic similarity. It con-
sists of combining semantic comparisons of sentence kernel 
elements (subject, verb and object) in order to estimate the 
overall similarity [25]. Following the literature, semantic 
similarity between documents could be divided into lexical, 
syntactic and semantic measures [26]:

•	 Lexical and syntactic measures take into consideration 
the sequencing and the order of words/characters in com-

paring the linguistic units (words, sentences, paragraphs, 
documents).

•	 Semantic measures overcome the limitations of the syn-
tactic ones by comparing linguistic units according to 
their semantics. To compare the linguistics units, the 
semantic measures in general could be classified as cor-
pus or knowledge-based approaches. The corpus-based 
approach uses unstructured semantic data; while the 
knowledge-based approach uses the structured semantic 
data like ontologies.

Several works have been proposed for paraphrase detec-
tion in different languages based on textual similarity analy-
sis, distinguish:

Al-Shenak et al. [27] enhanced a method for Arabic ques-
tion answering. They used latent semantic analysis (LSA) 
for modeling terms and documents to the same concept 
space and support vector machines (SVM) for classifica-
tion. To authenticate the answers precisely, Shehab et al. 
[28] proposed an automatic Arabic essay grading system 
with a comparative study of different similarity algorithms 
like string (Damerau–Levenshtein and N-gram) and corpus 
(LSA, latent Dirichlet allocation (LDA) and DISCO). For 
experiments, 210 students’ Arabic answers were used. This 
system achieved a best result with N-gram algorithm of 0.82 
correlation. In the same idea, Imran et al. [29] developed a 
framework for extrinsic plagiarism avoidance in research 
articles using N-gram features (between three and five) and 
Dice coefficient for similarity computation. In addition, 
Rafiq et al. [30] detected plagiarism in Urdu documents 
applying the following NLP techniques: tokenization, stop 
word removal, chunking (trigram) and hashing (absolute 
hashing). Furthermore, Aburaig et al. [31] collected Arabic 
papers and annotated them with different versions of politi-
cal orientations. Experiments denoted the superiority of the 
traditional text categorization over the stylometric features-
based approaches. The highest accuracies obtained by com-
bining partition membership (PM) feature selection method 
and SVM classifier.

In contrast, other systems have been focused on knowl-
edge-based approaches in their researches. They have been 
quantified the semantic similarity and relatedness in the con-
text of concepts, paragraphs, terms and documents:

The case of abstract meaning representation (AMR) 
parsing is a problem, in which one is required to specify 
whether two sentences have the same meaning. Therefore, 
Issa et al. [32] combined LSA technique and AMR pars-
ing. This method significantly advanced the state-of-the-
art results in paraphrase detection for Microsoft Research 
Paraphrase Corpus (MRPC). Results achieved 86.6% accu-
racy and 90.0% F1 measure. However, El-Deeb et al. [26] 
focused on semantic relatedness in short texts. They pro-
posed a vector space model based on multi-corpus. Thus, 
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word synonyms and anaphoric information improved the 
semantic representation of the document. Then, they used 
a set of verses in the Holy Quran as the main case study to 
measure the degree of relatedness between them. Experi-
ments showed an improvement to the recall to be 60% rather 
than 11.3% as the previous studies. In contrast, Ezzikouri 
et al. [33] proposed a fuzzy-semantic similarity for cross-
language plagiarism detection using WordNet taxonomy and 
three semantic approaches such as Wu and Palmer, Lin and 
Leacock–Chodorow for Arabic documents. In the same idea, 
Fernando et al. [34] presented an algorithm for paraphrase 
identification using word similarity information derived 
from WordNet. For experiments, they used MRPC. This 
approach achieved 75.2% precision and 91.3% recall. More-
over, Mihalcea et al. [35] computed the semantic similarity 
between short texts, using corpus-based and knowledge-
based measures of similarity. Experiments showed that the 
semantic similarity method outperformed methods based on 
lexical matching, resulting in up to 13% error rate reduction 
with respect to the traditional vector-based similarity metric.

Traditional NLP approaches have been denoted continu-
ous representations of words (e.g., bag of words (BoW), term 
frequency-inverse document frequency (TF-IDF), latent 
semantic analysis (LSA), latent Dirichlet allocation (LDA), 
etc.). They have not taken the syntactic structure of language 
into consideration. That is why they could not capture the 
similarity between words [36]. Therefore, competitive works 
have been learned on distributed representations of words by 
using neural networks models, in recent years. They have been 
useful to preserve the linear regularities among words, allevi-
ate data sparseness and learn large datasets.

To detect semantic difference of concepts pairs, Lai 
et al. [37] proposed a SVM-based method combined fea-
tures extracted from pretrained global embedding (GloVe) 
and statistical information from Is-A taxonomy. Otherwise, 
Nagoudi et al. [3] devoted various approaches to detect pla-
giarism in Arabic texts. The first approach employed word-
2vec algorithm based on skip gram model, words alignment 
and weighting to measure the semantic similarity relation-
ships. The second approach studied machine learning meth-
ods at the sentence level. Then, they combined lexical, syn-
tactic and semantic features to assist the detection task. The 
training and evaluation based on SVM, decision trees (DT) 
and random forest (RF) classifiers using the first Arabic pla-
giarism detection (AraPlagDet) shared task 2015.

On the other hand, Kim [10] described a series of experi-
ments with CNN model built on the top of word2vec embed-
ding for sentence classification with little hyper-parameter tun-
ing (i.e., static and non-static channels, multiple filter widths 
and feature maps). Consequently, static vectors achieved 
excellent results on multiple benchmarks in sentiment analy-
sis and question–answering systems. Similarly, He et al. [38] 
identified English semantic textual similarity in SemEval-2016 

competition. They developed an attention-based input inter-
action layer and incorporated it into multi-perspective CNN 
using the paragram-phrase word embedding trained on para-
phrased pairs. Without using any sparse features, this model 
evaluated on the STS2015 data and achieved 80.1% Pearson. 
In addition, Salem et al. [39] clustered segments of Arabic 
texts and found which had a different stylometry in comparison 
to the other using CNN model as a classifier.

Throughout the state of the art, we found a lack of works to 
detect paraphrase in Arabic language despite that it represents 
a challenge in the fields of text mining and semantic informa-
tion retrieval. It is coming back to its richness of specificities 
in terms of word’s construction and diversity meanings [40].

In this context, we focus on analyzing the properties of 
Arabic sentences to increase the performance of paraphrase 
detection in the following sections.

4 � Proposed Methodology

Paraphrasing original sentences allows rewriting their contents 
with different words in the same meaning. Often, neural net-
works outperformed traditional methods for text classification. 
In this section, we describe briefly the proposed methodology 
composed by the following components: First, word2vec algo-
rithm encodes documents into vectors to represent the relevant 
features. Then, a feed-forward architecture based on convolu-
tional neural network (CNN) model learns high-level features 
adaptively and computes thereafter the semantic similarity.

Figure 1 shows the proposed architecture, and the main pro-
cesses are described below.

4.1 � Document Representation

Continuous bag of words (CBOW) and count-based approaches 
cannot represent the semantic of language and risk of data spar-
sity problem. Therefore, we consolidate the representation of 
documents using skip gram model. It is advantageous in pre-
dicting the context of words and training systems on large cor-
pora quickly. Its objective is based on the unique representation 
of words in a surrounding window as input and tries to predict 
the context of the middle word as represented in Eq. (1):

where T and c correspond to the number of words in the 
vocabulary and the context size that can be a function of 
the central word wt ; and p

(
wt+j|wt

)
 is the Softmax function 

defined as follows in Eq. (2):
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where the input vw and the output v′
w
 are the vector represen-

tations of the target word w and W is the number of words 
in the vocabulary.

The resulted vectors of a given sentence are mapped into 
a matrix M of size N × K , as follows in Eq. (3):

Until now, we predict the context of words given the cur-
rent word vector. To improve the learning quality of sen-
tences, we extent this by averaging all its words vectors from 
MS , as shown in Eq. (4):

As a result, we obtain a feature maps of H sentences of 
a given document in a matrix D of a fixed size H ∗ K , as 
follows in Eq. (5):

The algorithm 1 describes the process of vector represen-
tation of each sentence as shown in Fig. 2.

(3)MS = vw1
, vw2

,… , vwn

(4)Sen2vec
�
Sj
�
=

∑n

i=1
vwi

n

(5)D1∶H = Sen2vec
(
S1
)
,… , Sen2vec

(
Sh
)

4.2 � Context‑Based Approach for Arabic Paraphrase 
Identification

Convolutional neural network (CNN) model is applied 
to learn (Sen2vec) sentences embeddings of source and 
suspect documents as inputs and extract thereafter high 
level of abstract features from different n-grams. It is a 
feed-forward architecture characterized by local connec-
tions, shared weights among different locations and local 
pooling. Our proposed model consists of analyzing the 
contextual relationship and encodes all semantic interac-
tions, as follows: Indeed, a convolution layer extracts the 
useful features from documents and transfers them to a 
more proper form by CNN. Then, a max-pooling layer 
generates a reduced semantic vector. Thereafter, a com-
parator layer evaluates the similarity between sentences 
vectors and converts the output score into a probability 
distribution. Figure 3 details briefly the process of Arabic 
paraphrase identification:

Fig. 1   Proposed architecture for contextual relatedness detection in Arabic documents
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4.2.1 � Sentence Modeling Layer

We extract the most useful information using multiple configu-
rations of convolutional filters and window sizes. The recti-
fied linear unit (ReLU) is used as an activation function in the 
convolutional layer in order to obtain sparse representation. 
Given different window sizes ws = {2, 3, 4} , the input docu-
ments matrix are processed by a convolutional layer hi with 
64 filters for each region to produce feature maps Ci . A weight 
vector W ∈ Rj∗k is shared to decrease the complexity of train-
ing and a bias term for polarization b ∈ R . The output of this 
layer is defined as follows in Eqs. (6) and (7):

The most descriptive features are extracted by applying 
the max-pooling layer as illustrated in Eq. (8). It produces a 
reduced feature maps P =

[
p1, p2 … , pn

]
 to simplify the com-

plexity of further processing, where:

(6)hi = ReLU
(
WDi∶i+j−1 + b

)

(7)Ci =
[
S1,… , Sn−j+1

]
,C ∈ Rn−j+1

(8)pi = max
1≤i≤n−ws+1

Ci

4.2.2 � Semantic Textual Similarity Measurement Layer

The computation of semantic similarity between each pair 
of documents D1 and D2 depends on the cosine of the angle 
between their corresponding pair of vectors (A, B). It may 
be better due to the difference in the length of documents, 
as represented in Eq. (9) [32]:

The obtained results are averaged to determine the 
global score of similarity. It is in the range of [0, 1]. In the 
case that this degree is higher than a threshold α, pair of 
document are considered paraphrased.

(9)Cos(A,B) =
A.B

AB
=

∑n

i=1
AiBi

�∑n

i=1

�
Ai

�2
∗

�∑n

i=1

�
Bi

�2

Fig. 2   Distributed sentence vector representation algorithm

Fig. 3   Arabic paraphrase identification algorithm
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5 � Experimental Setup

5.1 � Arabic Paraphrased Corpus Building

The lack of public and structured resources has represented 
a challenge for evaluating Arabic paraphrase detection sys-
tems. Therefore, we develop our own corpus in an automatic 
way by proceeding as follows:

Different datasets are collected to form the knowledge 
database and source corpus as shown in Table 1.

The documents are preprocessed as follows:

•	 Remove irrelevant data such as extra white spaces, titles 
numeration and non-Arabic words.

•	 Normalize words such as “آ،ٱ،إ،أ” to “ا” and “ة” to “ه” to 
reduce ambiguities.

•	 Divide each document into tokens by detecting the space 
between words for simplifying their exploration.

•	 Annotate words with their grammatical classes (e.g., verb 
(V), noun (N), adjective (ADJ), etc.) using the Stanford 
Parser tool.1 It is efficient to capture the syntactic struc-
ture of Arabic language and facilitate further processing.

The paraphrased dataset should contain diverse obfusca-
tions forms that are lexically similar but not convey the same 
meaning (semantically dissimilar). Following the literature, 
word2vec algorithm based on skip gram model has gained 
competitive results in analogy reasoning. It is efficient for 
representing semantic similarity/relations between words to 
exploit. Therefore, we use it for extracting the synonyms of 
each original word from the vocabulary model.

The most likely sentences to be paraphrases are selected 
randomly through the following process:

1.	 Make the degree of paraphrase D in the range of 
[0.45,… , 0.75] using random uniform2 function. 
Respecting it, source and candidate sentences are par-
aphrased with more than four words. When it is less 
than 45%, they are similar (copy and paste). Otherwise 
(D > 75%) , they are different.

2.	 Using this rate D, calculate the number of words to 
replace N in the source corpus of size K as defined in 
Eq. (10):

3.	 Replace the index of words and keep their content the 
same using random shuffle3 function. To preserve the 
semantic and syntactic properties, paraphrased sentence 
must have the same grammatical structure with synonym 
words compared to the original one (Table 2).

The evaluation of our proposed approach is carried out 
on the Open Source Arabic Corpora (OSAC) dataset as a 
source corpus in which 30% from its content is paraphrased 
randomly. Table 3 shows the statistics of the corpus:

5.2 � Parameters Configurations

Table 4 details the configurations of word2vec and CNN 
models that performed our approaches:

5.3 � Performances Measures

The evaluation measures are defined as follows [42]:
Precision is the number of correct instances over the num-

ber of correctly predicted instances:

Recall is the number of correct instances over the number 
of true instances:

F1 score is the harmonic mean of precision and recall values 
that brings the balance between them, as follows in Eq. (13):

(10)N = D × K

(11)P =
Number of correct instances

Number of correctly predicted instrances

(12)R =
Number of correct instances

Number of true instrances

(13)F1 =
2 ∗ P ∗ R

P + R

Table 1   Arabic corpora collected

a http://araco​rpus.e3rab​.com/
b https​://fr.wikip​edia.org/wiki/Wikip​%C3%A9dia​_en_arabe​
c http://site.iugaz​a.edu.ps/msaad​/osac-open-sourc​e-arabi​c-corpo​ra/

Datasets Words number

Vocabulary model
 KSUCCA [41] 48,743,953
 AraCorpusa 126,026,301
 Wikipediab 2,158,904,163
 Total number 2.3 billion

Test model
 OSACc 18,183,511

1  https​://nlp.stanf​ord.edu/softw​are/.

2  https​://docs.scipy​.org/doc/numpy​/refer​ence/gener​ated/numpy​.rando​
m.unifo​rm.html.
3  https​://docs.scipy​.org/doc/numpy​-1.13.0/refer​ence/gener​ated/numpy​
.rando​m.shuff​le.html.

http://aracorpus.e3rab.com/
https://fr.wikipedia.org/wiki/Wikip%25C3%25A9dia_en_arabe
http://site.iugaza.edu.ps/msaad/osac-open-source-arabic-corpora/
https://nlp.stanford.edu/software/
https://docs.scipy.org/doc/numpy/reference/generated/numpy.random.uniform.html
https://docs.scipy.org/doc/numpy/reference/generated/numpy.random.uniform.html
https://docs.scipy.org/doc/numpy-1.13.0/reference/generated/numpy.random.shuffle.html
https://docs.scipy.org/doc/numpy-1.13.0/reference/generated/numpy.random.shuffle.html
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5.4 � Results and Evaluation

5.4.1 � Paraphrased Corpus Analysis

Table 5 illustrates an example representing the process of 
paraphrased sentence construction. Indeed, we note that 
our proposed combination conserved the structure of Ara-
bic language as shown in the sentence Suspect2 , while we 
consider an ambiguity problem of tense in Suspect1 when 
we applied only word2vec. For example, the original word 
“ ” is an adjective (ADJ). It is replaced by a noun in 
the resulted sentence “ .” In this way, we increased the 
quality and precision of our resulted corpus.

Different configurations of skip gram model are studied 
including window sizes and vector dimensions. Thus, we 
measure the semantic similarity between the resulted docu-
ments using cosine similarity. Figure 4 shows the test accu-
racy curves with various window sizes and vector dimen-
sions. The x-axis is the window sizes, and the y-axis is the 
cosine ratio. It is clear that the parameters 3 as window size 
and 300 as vector dimension are the most appropriate for 
constructing efficiently the suspect corpus with 0.86 cosine 
score.

For analyzing the quality of our resulted corpus, we pro-
pose a binary paraphrase judgment in the range of [0, 1] in 
terms of precision and recall as shown in Table 6. We note 
that our corpus represents efficiently the structure of Ara-
bic language. It contains paraphrases that are lexically and 
semantically diverse.

Table 2   Degree of paraphrase configuration

Table 3   Statistics of the corpus

#Documents #Paraphrase #Different

Train 15701 4710 10991
Test 6728 2019 4709

Table 4   Configurations of word2vec and GloVe models

Models Parameters Values

Word2vec Vector dimension 300
Window size 3
Vocabulary size 2.3 billion
Workers 8
Epochs 7
Min_count 25

CNN Window sizes 2, 3, 4
Activation function ReLU
Filters number 64
Pooling function Max
Pooling size 4
Threshold 0.3

Table 5   Example of paraphrased sentence construction
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5.4.2 � Discussion

Throughout our experiments, we concluded the following 
observations:

Although word2vec algorithm was useful for capturing 
the context of words, it was worse with small corpus due to 
the use of negative sampling that depended on the corpus 
size. Furthermore, the number of learning epochs specified 
a single-pass program through the data. This made a change 
for several passes a trivial task. Nevertheless, Tables 7 and 
8 demonstrate the effectiveness of word2vec model. It was 
capable to work on distant local contextual windows instead 
of counting global co-occurrences. It was useful to capture 
the semantic of Arabic sentences with a window size of 3 
and vector dimension of 300. This configuration achieved 
the highest scores of 83.2% precision and 84.2% recall.

Compared to word2vec model, we investigate the perfor-
mance of Sen2vec and CNN models for sentence modeling 
and similarity computation:

Sen2vec method was able to bridge lexical gaps and 
information limit by the use of the average of all word vec-
tors representations. It distinguished the meaning semanti-
cally of a large dataset with a fixed dimensionality of vectors 
on the embedded space than traditional methods like LDA, 
LSA, etc.

Moreover, the use of CNN model found specific com-
bination patterns via convolutional operations with differ-
ent window sizes around a neighborhood of inputs (vectors 
of sentences). To cover the maximum of Arabic sentences 
structures with different lengths, we used three window 
sizes ws = {2, 3, 4} with 64 filters for each. This amplified 
the influence of high-quality features to measure efficiently 
the resemblance between documents. After 50 training itera-
tions, Fig. 5 shows the test curves with different window 
sizes. The x-axis is the window sizes, and the y-axis is the 

Fig. 4   Paraphrased corpus construction regarding cosine

Table 6   Binary judgment of the resulted corpus quality

Topics Precision Recall

Economics 0.780 0.761
History 0.850 0.830
Education and Family 0.869 0.838
Religious and Fatwas 0.819 0.800
Sports 0.825 0.798
Health 0.792 0.780
Astronomy 0.882 0.810
Low 0.872 0.842
Stories 0.798 0.781
Cooking recipes 0.843 0.830
Overall 0.833 0.807

Table 7   Performance regarding precision

Vector dimen-
sions

Window sizes

2 3 4 5

250 0.755 0.772 0.740 0.712
300 0.785 0.832 0.775 0.732
350 0.772 0.780 0.772 0.725
400 0.745 0.759 0.732 0.682

Table 8   Performance regarding recall

Vector dimen-
sions

Window sizes

2 3 4 5

250 0.735 0.752 0.725 0.698
300 0.763 0.842 0.745 0.716
350 0.750 0.752 0.732 0.700
400 0.721 0.738 0.697 0.659

Fig. 5   Performance of Sen2vec-CNN model regarding window sizes 
study



www.manaraa.com

9272	 Arabian Journal for Science and Engineering (2019) 44:9263–9274

1 3

precision and recall of the CNN models on the test corpus. 
It is clear that ws = 4 is the most appropriate window size, 
which gives 82.8% precision and 84% recall for training 
CNN model with individual window. The overall experi-
mental results denote the good benefit of their combination 
ws = {2, 3, 4} for capturing more contextual features within 
sentences. It gives the maximum precision of 85% and recall 
of 86.8%.

Table 9 and Fig. 6 demonstrate that our system outper-
formed the state-of-the-art methods in terms of precision, 
recall and F1 score.

Sameen et al. [43] proposed an Urdu short text reuse 
corpus. It contained 2684 short Urdu text pairs, manually 
labeled as verbatim (496), paraphrased (1329) and indepen-
dently written (859). Thereafter, they detailed an evalua-
tion of their corpus using various reuse detection methods, 
including lexical methods (word n-gram overlap and vector 
space model), string and sequence alignment methods (long-
est common subsequence (LCS), greedy string tiling (GST), 
global and local alignments), structural methods (character 
n-gram overlap) and stylistic methods (token ratio and type 
token ratio). Experiments showed that character n-gram 
overlap outperformed was efficient for Urdu short text reuse 
detection. However, paraphrase aims that the texts must be 
semantically the same but rephrased using, but not limited 
to, addition/deletion of words, synonym substitutions, lexi-
cal changes, active to passive switching, etc. That is why it 
is necessary to propose a system that should be capable to 
capture semantics for better textual similarity identification.

By providing semantic relationships between terms 
allowing to expand or alter user queries, thesauri can help 
in retrieving items that are more relevant. In this context, 
Mohsen et al. [44] collected 14,148 Arabic documents on 
different topics such as arts and politics. The dataset ana-
lyzed to assign weights to each term using three approaches: 
TF-IDF, pointwise mutual information (PMI) and LSA. 
Then, three different similarity measures (Cosine, Jaccard 
and Dice) computed similarity. Then, they tested the con-
structed thesauri on 20 queries to evaluate their accura-
cies and determine which combination performed the best. 

Experimental results demonstrated the superiority of TF-
IDF and Cosine similarity over PMI and LSA methods.

Compared to other existing systems based on distributed 
word vectors representations, we mention:

Almarwani and Diab [45] used both traditional features 
(length of sentences and similarity scores (Jaccard and Dice) 
and named entities) and distributional representation like 
word2vec. Thus, the main feature was the fact that they did 
not depend on external linguistic resources, but induced 
in the latent space, using word2vec template. It could be 
easily generated in any language an advantage over the 
use of external resources. For experiments, they used dif-
ferent datasets such as Arabic Gigaword, Arabic Treebank 
(ATB) and Arabic Wikipedia, and annotated data (ArbTE) 
(including 600 standard modern Arabic pairs collected from 
information sites) and manually annotated for implication. 
Subsequently, they used different types of supervised clas-
sifiers such as SVM, logistic regression (LR) and random 
forest (RF).

These models did better on the analogy spot. However, 
they used the statistics of the corpus badly because they 
trained on distant local contextual windows instead of count-
ing the global co-occurrences. Therefore, the use of CNN 
model captured more efficiently local relations with fewer 
parameters, especially for document modeling.

Table 9   Comparative evaluation Models Datasets Description P % R % F %

Our models (OSAC) Source and Para-
phrased corpora

LDA, Cosine 80.7 82 84.3
LSA, Cosine 75 77 76.2
Word2vec, CNN 83.2 84.2 83.6
Sen2vec, CNN 85 86.8 85.8

Mohsen et al. [44] 14148 Arabic documents TF-IDF, Cosine 53 72 61
Sameen et al. [43] 2684 short Urdu text pairs N-gram overlap, RJ48 – – 70.4 (n = 3)

77.5 (n = 5, 6)
Almarwani and Diab 

[45]
ArbtE Word2vec, SVM, LR, RF – – 76.2

Fig. 6   Evaluation comparison with other systems regarding F1 score
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To sum up, our proposed system based on sentence vec-
tor representation (Sen2vec) and window-based features 
through CNN model achieved promising results in terms of 
precision (85%) and recall (86.8%). Consequently, the qual-
ity of the data used and the consistence of the methodology 
adopted were two factors to increase the performance of any 
paraphrase detection system.

6 � Conclusion

Paraphrase detection aims a semantic similarity analysis 
to determine the degree of correspondence between docu-
ments. However, Arabic language represents a challenge in 
this task because of the great complexity and richness of its 
specificities.

To address this issue, we proposed a context-based 
approach for monolingual Arabic paraphrase detection. We 
reduced the computational complexity and the data sparsity 
problem using word2vec algorithm. The obtained vectors 
averaged thereafter to generate a sentence vector representa-
tion (Sen2vec). Then, we applied CNN model with different 
statistic regularities for document modeling and semantic 
similarity measurement. To conduct our experiments, we 
developed an Arabic paraphrased corpus based on word-
2vec algorithm seeing the lack of publicly available Arabic 
paraphrased resources. We replaced each word from the 
OSAC source corpus by its most similar one that had the 
same grammatical class from the vocabulary. Experiments 
showed promising results of 85% precision and 86.8% recall.

Although CNN model worked better for extracting 
invariant features, its performance influenced by the win-
dow size, in which large window size led to data sparsity 
and changed the semantic of sentence. Therefore, we try to 
integrate recurrent neural networks architectures in future 
works. They do not take into consideration this constraint 
and represent long sentences dependencies in less time. Our 
main goal is to improve the performance of our system try-
ing more statistical regularities in the context of sentences 
and documents.
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